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18.06 Solutions to PSet 8

6.4:

5: Q =
1

3





2 1 2
2 −2 −1

−1 −2 2



.
The columns ofQ are unit eigenvectors ofA
Each unit eigenvector could be multiplied by−1

7: (a) (a)

[

1 2
2 1

]

hasλ = −1 and3 (b) The pivots have the same signs as theλ’s

(c) trace= λ1 + λ2 = 2, soA can’t have two negative eigenvalues.

[

1 2
2 1

]

hasλ = −1

and3 (b) The pivots have the same signs as theλ’s (c) trace= λ1 + λ2 = 2, soA
can’t have two negative eigenvalues.
16: (a) If Az = λy andAT

y = λz thenB[ y; −z ] = [−Az; AT
y ] = −λ[ y; −z ].

So−λ is also an eigenvalue ofB. (b) ATAz = AT(λy) = λ2
z. (c) λ = −1, −1, 1, 1;

x1 = (1, 0,−1, 0), x2 = (0, 1, 0,−1), x3 = (1, 0, 1, 0), x4 = (0, 1, 0, 1).
23: A is invertible, orthogonal, permutation, diagonalizable, Markov;B is projection, di-
agonalizable, Markov.A allowsQR, SΛS−1, QΛQT; B allowsSΛS−1 andQΛQT.

6.5:

8: A =

[

3 6
6 16

]

=

[

1 0
2 1

] [

3 0
0 4

] [

1 2
0 1

]

.
Pivots3, 4 outside squares,ℓij inside.
x

TAx = 3(x + 2y)2 + 4y2

12: A is positive definite forc > 1; determinantsc, c2 − 1, and(c − 1)2(c + 2) > 0.
B is never positive definite (determinantsd − 4 and−4d + 12 are never both positive).
19: All cross terms arexT

i xj = 0 because symmetric matrices have orthogonal eigenvec-
tors. So positive eigenvalues⇒ positive energy.
20: (a) The determinant is positive; allλ > 0 (b) All projection matrices exceptI are
singular (c) The diagonal entries ofD are its eigenvalues (d)A = −I hasdet = +1
whenn is even.

22: R =

2

4

1 −1

1 1

3

5

√
2

2

4

√
9 √

1

3

5

2

4

1 1

−1 1

3

5

√
2

=

[

2 1
1 2

]

; R = Q

[

4 0
0 2

]

QT =

[

3 1
1 3

]

.

26: The Cholesky factorsC =
(

L
√

D
)T

=





3 0 0
0 1 2
0 0 2



 andC =





1 1 1
0 1 1

0 0
√

5



 have

square roots of the pivots fromD. Note againCTC = LDLT = A.
33: A productAB of symmetric positive definite matrices comes into many applications.
The “generalized” eigenvalue problemKx = λMx hasAB = M−1K. (often we use
eig(K, M) without actually invertingM .) All eigenvaluesλ are positive:

ABx = λx gives(Bx)TABx = (Bx)Tλx. Thenλ = x
TBTABx/x

TBx > 0.
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6.6:

2: A =

[

1 0
0 3

]

is similar toB =

[

3 0
0 1

]

= M−1AM with M =

[

0 1
1 0

]

.

5:
[

1 1
0 0

]

,

[

0 0
1 1

]

,

[

1 0
1 0

]

,

[

0 1
0 1

]

are similar (they all have eigenvalues1 and0).
[

1 0
0 1

]

is by itself and also

[

0 1
1 0

]

is by itself with eigenvalues1 and−1.

8:
SameΛ
SameS

But A =

[

0 1
0 0

]

andB =

[

0 2
0 0

]

have the same line of eigenvectors
and the same eigenvaluesλ = 0, 0.

12: If M−1JM =K thenJM=











m21 m22 m23 m24

0 0 0 0

m41 m42 m43 m44

0 0 0 0











= MK=











0 m12 m13 0

0 m22 m23 0

0 m32 m33 0

0 m42 m43 0











.

That meansm21 = m22 = m23 = m24 = 0. M is not invertible,J not similar toK.
21:J2 has three1’s down thesecond superdiagonal, andtwo independent eigenvectors for

λ = 0. Its 5 by 5 Jordan form is

[

J3

J2

]

with J3 =





0 1 0
0 0 1
0 0 0



 andJ2 =

[

0 1
0 0

]

.


