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18.06 Solutions to PSet 5

4.2:

11: (a) p=A(ATA)−1ATb=(2, 3, 0), e=(0, 0, 4), ATe=0 (b) p=(4, 4, 6), e=0.

12: P1 =




1 0 0
0 1 0
0 0 0



 = projection matrix onto the column space ofA (the xy plane)

P2 =




0.5 0.5 0
0.5 0.5 0
0 0 1



=
Projection matrix onto the second column space.
Certainly(P2)

2 = P2.

17: If P 2 = P then(I − P )2 = (I −P )(I −P ) = I −PI − IP +P 2 = I − P . When
P projects onto the column space,I − P projects onto theleft nullspace.
26: A−1 exists since the rank isr = m. Multiply A2 = A by A−1 to getA = I.
32: SinceP1b is in C(A), P2(P1b) equalsP1b. So P2P1 = P1 = aaT/aTa where
a = (1, 2, 0).

4.3:

9:
Parabola
Projectb
4D to 3D





1 0 0
1 1 1
1 3 9
1 4 16








C
D
E



=





0
8
8
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

. ATAx̂=




4 8 26
8 26 92

26 92 338








C
D
E



=




36

112
400



.

12: (a) a = (1, . . . , 1) hasaTa = m, aTb = b1 + · · · + bm. Thereforêx = aTb/m is
themean of theb’s (b) e = b − x̂a b = (1, 2, b) ‖e‖2 =

∑m

i=1
(bi − x̂)2 = variance

(c)
p = (3, 3, 3)
e = (−2,−1, 3)

pTe = 0. P =
1

3




1 1 1
1 1 1
1 1 1



.

17:




1 −1
1 1
1 2




[

C
D

]
=




7
7
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

. The solution̂x =

[
9
4

]
comes from

[
3 2
2 6

] [
C
D

]
=

[
35
42

]
.

28: Only 1 plane contains0, a1, a2 unlessa1, a2 aredependent. Same test fora1, . . . ,an.

4.4:

4: (a) Q =




1 0
0 1
0 0



, QQT =




1 0 0
0 1 0
0 0 0



 6= I. Any Q with n < m hasQQT 6= I.

(b) (1, 0) and(0, 0) areorthogonal, not independent. Nonzero orthogonal vectorsare in-
dependent. (c) Starting fromq

1
= (1, 1, 1)/

√
3 my favorite isq

2
= (1,−1, 0)/

√
2 and

q
3

= (1, 1,−2)/
√

b.
12: (a) Orthonormala’s: aT

1
b = aT

1
(x1a1 + x2a2 + x3a3) = x1(a

T

1
a1) = x1

(b) Orthogonala’s: aT

1
b = aT

1
(x1a1 + x2a2 + x3a3) = x1(a

T

1
a1). Thereforex1 =

aT

1
b/aT

1
a1



2

(c) x1 is the first component ofA−1 timesb.
18: A = a = (1,−1, 0, 0); B = b−p = ( 1

2
, 1

2
,−1, 0); C = c−pA−pB = ( 1

3
, 1

3
, 1

3
,−1).

Notice the pattern in those orthogonalA, B, C. In R5, D would be( 1

4
, 1

4
, 1

4
, 1

4
,−1).

19: If A = QR thenATA = RTQTQR = RTR = lower triangular timesupper tri-
angular (this Cholesky factorization ofATA uses the sameR as Gram-Schmidt!). The

example hasA =




−1 1

2 1
2 4



 = 1

3




−1 2

2 −1
2 2




[
3 3
0 3

]
= QR and the sameR appears in

ATA =

[
9 9
9 18

]
=

[
3 0
3 3

] [
3 3
0 3

]
= RTR.

24: (a) One basis for the subspaceS of solutions tox1 + x2 + x3 − x4 = 0 is v1 =
(1,−1, 0, 0), v2 = (1, 0,−1, 0), v3 = (1, 0, 0, 1) (b) SinceS contains solutions to
(1, 1, 1,−1)Tx = 0, a basis forS⊥ is (1, 1, 1,−1) (c) Split (1, 1, 1, 1) = b1 + b2 by
projection onS⊥ andS: b2 = ( 1

2
, 1

2
, 1

2
,− 1

2
) andb1 = ( 1

2
, 1

2
, 1

2
, 3

2
).


