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18.06 Solutions to PSet 3

3.1.15 (a) Two planes through(0, 0, 0) probably intersect in a line through(0, 0, 0)
(b) The plane and line probably intersect in the point(0, 0, 0)
(c) If x andy are in bothS andT , x + y andcx are in both subspaces.
3.1.20 (a) Elimination leads to0 = b2 − 2b1 and 0 = b1 + b3 in equations 2 and 3:
Solution only ifb2 = 2b1 andb3 = −b1 (b) Elimination leads to0 = b1 + 2b3

3.1.24 The column space ofAB is contained in (possibly equal to) the column space ofA.
The exampleB = 0 andA 6= 0 is a case whenAB = 0 has a smaller column space than
A.

3.2.18 Fill in 12 then4 then1 to get the complete solution tox − 3y − z = 12:





x
y
z



 =





12

0
0



 + y





4

1
0



 + z





1

0
1



 = xparticular+ xnullspace.

3.2.26 A =

[

0 1
0 0

]

hasN(A) = C(A) and also (a)(b)(c) are all false. Noticerref(AT) =
[

1 0
0 0

]

3.2.31 If N(A) = line throughx = (2, 1, 0, 1), A hasthree pivots (4 columns and 1 spe-

cial solution). Its reduced echelon form can beR =





1 0 0 −2
0 1 0 −1
0 0 1 0



 (add any zero rows).

3.3.8 The new entries keep rank 1:A =





1 2 4
2 4 8

4 8 16



 , B =





2 6 −3

1 3 −3/2
2 6 −3



 ,

M =

[

a b
c bc/a

]

.

3.3.19 We are givenAB = I which has rankn. Then rank(AB) ≤ rank(A) forces rank(A) =
n. This means thatA is invertible. The right-inverseB is also a left-inverse:BA = I and
B = A−1.

3.3.22 A = (pivot columns)(nonzero rows ofR) =





1 0
1 4
1 8





[

1 1 0
0 0 1

]

=





1 1 0
1 1 0
1 1 0



+





0 0 0
0 0 4
0 0 8



. B =

[

2 2
2 3

] [

1 0
0 1

]

=
columns
times rows

=

[

2 0
2 0

]

+

[

0 2
0 3

]

3.4.6 (a) Solvable ifb2 = 2b1 and3b1 − 3b3 + b4 = 0. Thenx =

[

5b1 − 2b3

b3 − 2b1

]

= xp

(b) Solvable ifb2 = 2b1 and3b1 − 3b3 + b4 = 0. x =





5b1 − 2b3

b3 − 2b1

0



 + x3





−1
−1

1



.



2

3.4.24 (a)

[

1
1

]

[ x ] =

[

b1

b2

]

has 0 or 1 solutions, depending onb (b)

[

1 1
] [

x1

x2

]

=

[ b ] has infinitely many solutions for everyb (c) There are 0 or∞ solutions whenA has
rankr < m andr < n: the simplest example is a zero matrix. (d)one solution for allb
whenA is square and invertible (likeA = I).

3.4.28
[

1 2 3 0

0 0 4 0

]

→

[

1 2 0 0

0 0 1 0

]

; xn =





−2
1
0



;

[

1 2 3 5

0 0 4 8

]

→

[

1 2 0 −1

0 0 1 2

]

.

Freex2 = 0 givesxp = (−1, 0, 2) because the pivot columns containI.
3.4.34 (a) If s = (2, 3, 1, 0) is the only special solution toAx = 0, the complete solution
is x = cs (line of solution!). The rank ofA must be4 − 1 = 3.

(b) The fourth variablex4 is not free in s, andR must be





1 0 −2 0
0 1 −3 0
0 0 0 1



.

(c) Ax = b can be solve for allb, becauseA andR havefull row rank r = 3.
3.4.36 If Ax = b andCx = b have the same solutions,A andC have the same shape and
the same nullspace (takeb = 0). If b = column1 of A, x = (1, 0, . . . , 0) solvesAx= b
so it solvesCx=b. ThenA andC share column1. Other columns too:A=C!


