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Problem 1 (25 points)

(a) Compute the singular value decomposition A = UΣV T for A =




0 1

−1 1

1 0


.

(b) Find orthonormal bases for all four fundamental subspaces of A.

Solution 1

(a) AT A =


 2 −1

−1 2


, with eigenvalues 3 and 1. Thus σ1 =

√
3 and σ2 = 1.

v1 is a normal eigenvector corresponding to 3, so v1 =


 1/

√
2

−1/
√

2


.

v2 is a normal eigenvector corresponding to 1, so v2 =


1/

√
2

1/
√

2


.

u1 = 1√
3
Av1 =




−1/
√

6

−2/
√

6

1/
√

6


; u2 = Av2 =




1/
√

2

0

1/
√

2


.

For u3 we �nd a basis for the nullspace of AT : u3 =




−1/
√

3

1/
√

3

1/
√

3


.

Thus A =




−1/
√

6 1/
√

2 −1/
√

3

−2/
√

6 0 1/
√

3

1/
√

6 1/
√

2 1/
√

3




︸ ︷︷ ︸
U




√
3 0

0 1

0 0




︸ ︷︷ ︸
Σ


1/

√
2 −1/

√
2

1/
√

2 1/
√

2




︸ ︷︷ ︸
V T

.

(b) Rowspace: v1 and v2, i.e.


 1/

√
2

−1/
√

2


 ,


1/

√
2

1/
√

2


. Nullspace: 0.

Columnspace: u1 and u2, i.e.




−1/
√

6

−2/
√

6

1/
√

6


 ,




1/
√

2

0

1/
√

2


. Left nullspace: u3, i.e.




−1/
√

3

1/
√

3

1/
√

3


.



Problem 2 (25 points)

(a) Find the eigenvalues of the matrix A =




1 2 2

2 1 −2

2 −2 1


.

(b) Find 3 linearly independent eigenvectors of A.
(c) Write down a diagonal matrix that is similar to A.
(d) Diagonalize the matrix A as A = QΛQT with orthogonal matrix Q.

Solution 2

(a) Notice that AT = A and A2 = AT A = 9I. So if λ is an eigenvalue of A, λ2 = 9. Thus
λ = ±3.

The trace of A is 3, so λ1 + λ2 + λ3 = 3. We get then that λ1 = 3, λ2 = 3 and λ3 = −3.

(b) For λ = 3, we need to �nd vectors in the nullspace of




−2 2 2

2 −2 −2

2 −2 −2


:




1

0

1


 and




1

1

0


.

For λ = −3, we �nd the nullspace of




4 2 2

2 4 −2

2 −2 4


:




−1

1

1


.

(c)




3 0 0

0 3 0

0 0 −3


 since A is diagonalizable.

(d) We need to �nd orthonormal eigenvectors. We can do this by Gram-Schmidt or by
inspection.

A =




1/
√

2 1/
√

6 −1/
√

3

0 2/
√

6 1/
√

3

1/
√

2 −1/
√

6 1/
√

3




︸ ︷︷ ︸
Q




3 0 0

0 3 0

0 0 −3




︸ ︷︷ ︸
Λ




1/
√

2 0 1/
√

2

1/
√

6 2/
√

6 −1/
√

6

−1/
√

3 1/
√

3 1/
√

3




︸ ︷︷ ︸
QT

.



Problem 3 (25 points)

Consider the matrix A =




a 2 1

2 a 1

1 1 2


 , where a is a real number.

(a) For which values of the parameter a is the matrix A positive de�nite?

(b) For which values of the parameter a is the matrix −A positive de�nite?

(c) For which values of the parameter a is the matrix A singular?

Solution 3

(a) We will use the upper left determinants:
a > 0

a2 − 4 > 0 ⇒ a > 2

2(a + 1)(a− 2) > 0 which is always true if a > 2.
So the only condition we have is a > 2.

(b) Again using upper left determinants:
−a > 0 ⇒ a < 0

a2 − 4 > 0 ⇒ a < −2

−2(a + 1)(a− 2) > 0 which is never true if a < −2.
So −A is never positive de�nite.

(c) det(A) = 2(a + 1)(a− 2), so A is singular if a = −1 or a = 2.



Problem 4 (25 points)

(a) Find the steady state for the Markov matrix A =




0.2 0.4 0.3

0.4 0.2 0.3

0.4 0.4 0.4


.

(b) Calculate the limit of An




0

20

0


 as n →∞.

Solution 4

(a) The steady state is the eigenvector corresponding to the eigenvalue 1. As a convention,
we take it so that the sum of the components is 1.

To �nd it, we need to look at the nullspace of the matrix A− I =




−0.8 0.4 0.3

0.4 −0.8 0.3

0.4 0.4 −0.6


.

The steady state is




0.3

0.3

0.4


.

(b) The limit of An




0

1

0


 as n →∞ is the steady state, so the limit of An




0

20

0


 as n →∞

is 20 ·




0.3

0.3

0.4


 =




6

6

8


.


